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Abstract  
 
 
In this study, an early warning model for currency crises was developed for a sample of quarterly data 
from twelve Central and Eastern European transition countries. After reviewing the relevant literature, 
it was shown that a number of indicators contain useful information for early warning purposes when 
evaluated according to the signal approach. In a next step, the appropriateness of the signal appoach’s 
underlying functional specification was investigated by means of bivariate regressions on one 
economic variable in different functional specifications.  
 
On the basis of this analysis, two multivariate probit regressions with all statistically significant 
economic variables on a (0,1)-distributed crisis variable were estimated. For in-sample forecasts, the 
predictions of both model specifications proved to perform significantly better than random guesses 
as well as some comparable early warning models. Overall, the model appears to track developments 
in individual countries rather well, although the importance of some variables seems to change over 
time. With respect to economic interpretations, the results of this study lend support to “first 
generation” and “generation two and a half crisis” models which place a big weight on economic 
fundamentals in explaining currency crises.    
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1. Introduction 

The large number of financial crises that erupted in the course of the 1990s has ignited 
great interest in the development of early warning models for financial crises. At the 
same time, advances in economic theory suggest that the development of reliable early 
warning systems for financial crises is likely to meet with considerable difficulties. 
While empirical studies for broad samples of emerging markets are relatively 
abundant, rather few investigations have been made for geographically constrained 
samples. This is particularly true for the Central and Eastern European transition 
countries, where the scarcity of available data imposes additional limitations on 
empirical research. On the other hand, the ongoing processes of liberalization of 
capital flows and convergence toward the present EU Member States is likely to pose 
considerable challenges for the macroeconomic stability of these countries. As a result, 
tools for the detection of vulnerabilities in these countries could provide an important 
contribution to the stable macroeconomic development in the region and the smooth 
integration of candidate countries into the European Union and – finally – into the euro 
area. 

The focus of this study lies on one particular type of disturbances to macroeconomic 
stability, namely currency crises. In the course of this paper the terms ”currency crisis” 
and ”balance of payments crisis” will be used synonymously. As will be outlined in 
more detail below, the definition of crises used in this paper focuses on discrete events 
rather than on continuous measures of downward pressure on a currency. The first 
section of this paper contains a brief overview of the relevant theoretical literature on 
this subject and a categorization and discussion of existing empirical studies. Next, the 
so-called ”signal approach,” which is strongly associated with the work of Kaminsky, 
Lizondo and Reinhart (1998), will be applied to a sample of quarterly data from twelve 
Central and Eastern European transition economies. In this section the aim is to 
identify the empirical relevance of individual economic indicators for the prediction of 
currency crises. The selection of these indicators is based mainly on the results of Berg 
and Pattillo (1998). In a further step the appropriateness of the functional form 
implicitly embedded in the signal approach will be investigated. On the basis of this 
analysis, the aim of the subsequent part of this paper is to develop a multivariate probit 
model incorporating all relevant economic variables simultaneously, with a dummy 
crisis variable as the regressand. Finally, the predictive power of such a model will be 
evaluated by a number of statistical tests which provide the basis for the conclusions 
presented in the final section of the paper. 

2. Literature Review 
 

2.1. Theory 

Although this paper has an empirical focus, I should like to review very briefly some 
key insights from the theory of currency crises, as this theory makes some important 
predictions regarding the ability of empirical models to correctly forecast currency 
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crises. The so-called first-generation crisis models, pioneered by Krugman (1979), 
strongly emphasize economic fundamentals in their explanation of balance of 
payments/currency crises. According to Krugman (1979), currency crises are the 
consequence of inconsistencies in economic fundamentals with governmental attempts 
to maintain a fixed exchange rate peg. In Krugman’s model, the root of currency 
turbulences lies in an excessive expansion of domestic credit used to finance fiscal 
deficits or to support a weak banking system. A critical assumption is the 
government’s inability to fulfill its financing needs by tapping capital markets, which 
results in a monetization of deficits. The expansion of money supply leads to 
downward pressure on domestic interest rates, capital outflows and losses of official 
reserves. As a result, the vulnerability of the currency to a speculative attack increases. 
There are a number of extensions of Krugman’s (1979) initial model (for instance 
Flood and Garber (1984), Connolly and Taylor (1984)), but a common feature of these 
models is the explanation of curreny crises by the inconsistency of a fixed peg with 
domestic policies. Therefore, according to these models, currency crises are 
predictable. 

The difficulties of first-generation models in explaining contagion effects and the 
occurrence of balance of payments crises in countries with relatively sound 
fundamentals led to the development of second-generation models. In this approach, 
features of speculative attacks are explicitly incorporated. Second-generation models 
regard currency crises as shifts between different monetary policy equilibriums in 
response to self-fulfilling speculative attacks. According to Kaminsky, Lizondo and 
Reinhart (1998), a crucial assumption of these models is that economic policies are not 
predetermined, but respond instead to changes in the economy and that economic 
agents take this relationship into account in forming their expectations. At the same 
time, the expectations and actions of economic agents affect some variables to which 
economic agents respond. This circularity creates the possibility for multiple equilibria; 
the economy may move from one equilibrium to another without a change in 
fundamentals. Thus, the economy may initially be in an equilibrium consistent with a 
fixed exchange rate, but a sudden worsening of expectations may lead to changes in 
policies that result in a collapse of the exchange rate regime, thereby validating agents’ 
expectations. For instance, Obstfeld (1994, 1996) presents models in which a loss in 
confidence increases the costs of maintaining a fixed peg for the government. In the 
former model, expectations of a currency crash drive up wages, which negatively 
affects output. In the latter model, higher interest rates increase the government’s debt 
servicing costs. In both models, the government decides to abandon the peg as the cost 
of maintaining the peg exceeds the cost of abandoning it. Because of the much more 
import role of unpredictable changes in market sentiment in this approach, these 
models suggest that currency crises are very difficult to predict. Nevertheless, 
economic fundamentals do still play a role.  

However, more recent theoretical work -often refered to as “generation two and a half 
models”- places more weight on the importance of economic fundamentals. In a 
contribution from Morris and Shin (1998) uncertainty among market participants with 
respect to economic fundamentals and other market participants' beliefs about the state 
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of the economy inhibits highly coordinated behavior of speculators. As a result, easy 
shifts between different equilibria are no longer possible and a single equilibrium 
emerges. Morris and Shin's (1998) model is able to identify states of fundamentals 
below which a speculative attack always occurs and states above which an attack on 
the currency never occurs. Thus, according to this model, the occurrence of currency 
crises and weak fundamentals are expected to be strongly related.  

 

2.2. Empirical Studies 
 

The large number of financial crises that occurred in emerging markets in the course of 
the 1990s has ignited great interest in early warning models for financial crises. As a 
result, literature on this subject has become abundant. Vlaar (2000), who provides an 
excellent methodological comparison of currency crises models, distinguishes three 
main types of such models: The first type comprises case studies concentrating on 
specific episodes of financial turmoil. While these models are less geared towards 
predicting the exact timing of financial crises, they rather aim at explaining the severity 
of financial crises. Papers by Blanco and Garber (1986), Sachs, Tornell and Velasco 
(1996) or Bussieré and Mulder (1999) are notable examples for this kind of model 
class. 

A second category of studies, which may be summarized under the label ”signal 
approach,” is strongly associated with the work of Kaminsky, Lizondo and Reinhart 
(1998), Kaminsky (1998) Kaminsky and Reinhart (1999) as well as Kaminsky and 
Reinhart (1999)Goldstein, Kaminsky and Reinhart (2000). In their papers, the levels of 
individual variables, such as the real exchange rate or the export growth rate during a 
specified period before the outbreak of a crisis are compared with tranquil periods. A 
variable is deemed to issue a signal if it exceeds a certain threshold. The threshold is 
set such that the noise-to-signal ratio (defined as the share of wrong signals that are 
preceded by tranquil periods divided by the share of correct signals that are followed 
by crises) is minimized. 

The third type of model consists of limited dependent (probit or logit) regression 
models. In these models, the currency crisis indicator is modeled as a zero-one 
variable, as in the signal approach. However, unlike in the signal approach, the 
explanatory variables do not take the functional form of a dummy variable, but enter 
the model mostly in a linear fashion. Moreover, the significance of all variables is 
analyzed simultaneously, while the signal approach investigates the relationship 
between dependent and explanatory variables in a bivariate way. Frankel and Rose 
(1996), Berg and Pattillo (1998) and Kumar, Moorthy and Perraudin (2002) may be 
cited as examples of this genre. Vlaar (2000) presents a model which combines 
elements of the severity of crises and the limited dependent regression approach. 

There are a number of advantages and disadvantages that are associated with each 
methodological approach: While the case study type of papers are able to avoid the 
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need to define crises as discrete events, they focus on crisis times only. As a 
consequence, they neither incorporate information from tranquil times, nor are they 
well suited for predicting the timing of a crisis. 

The signal approach uses information from crisis and non-crisis times and takes the 
timing of crises explicitly into account. A major advantage of this method is the 
evaluation of each indicator's predictive power on an individual basis, which facilitates 
the establishment of indicator rankings. Moreover, this method is useful for designing 
policy responses, as the economic variables which issue warning signals can be 
immediately identified. However, owing to the bivariate character of this approach, the 
interaction among indicators is not taken into account. A related drawback is the fact 
that these models do not directly produce a composite early warning indicator that 
incorporates all available information from individual indicators. Kaminsky (1998) 
offers a solution to this problem by proposing a single composite early warning 
indicator that is calculated as a weighted sum of the individual indicators. In her paper, 
each indicator is weighted according to the inverse of its noise-to-signal ratio. 

Another possibly problematic aspect of this approach is the implicit assumption of a 
very specific functional relationship between explanatory and dependent variables. The 
probability of crisis is modeled as a step function of the value of the indicator, taking 
on a value of zero when the indicator variable is below the threshold and a value of one 
if the opposite is true. Thus, for instance, these models do not distinguish whether the 
indicator variable just exceeds the threshold or whether it does so by a wide margin. 
Finally, the signal approach does not easily allow the application of some standard 
statistical evaluation methods, such as the testing of hypotheses. 

Most of the disadvantages associated with the signal approach are resolved in limited 
dependent regression models: Results are easily interpreted as probabilities for the 
outbreak of a crisis and standard statistical tests are immediately available. Moreover, 
these models capture the effect of all explanatory variables simultaneously and they are 
flexible enough to deal with different functional forms for the relationship between 
dependent and explanatory variables, inclusive of dummy variables. A problem is 
posed to these models by the fact that the number of crises in the underlying sample is 
usually very small in comparison with the number of tranquil periods. As a result, the 
statistical properties of limited dependent regressions are often rather poor. 

Most empirical studies dealing with currency crises use a broadly based sample of 
emerging markets. In some cases industrial countries are included, too, while the 
number of studies that focus exclusively on a particular region are relatively scarce. A 
recent example for a regionally focussed study is provided by Wu, Yen and Chen 
(2000) who estimate a logit model for South East Asian countries. Studies which are 
based on samples with a large number of countries bear the advantage of being able to 
produce very strong results, as they are neither subject to criticism of using too small or 
biased samples. However, such studies could produce less reliable warning signals for 
a specific region that is characterized by common structural features. According to 
Weller and Morzuch’s (2000) results it seems plausible to assume that the Central and 
Eastern European transition economies (CEECs) bear some common structural features 
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that affect their proneness to financial crises and differentiate them from other 
emerging economies. Therefore, an early warning model based entirely on a sample of 
Central and Eastern European countries could be capable of producing superior results 
in terms of predictive power than a horizontally strongly diversified sample. Empirical 
studies dealing with early warning models for currency crises in Central and Eastern 
Europe are scarce, mainly for the obvious reason of the shortness of time series. 
Notable examples include Brüggemann and Linne (1999, 2001) and Krkoska (2001). 
Brüggemann and Linne (1999, 2001) basically apply the Kaminsky-Lizondo-Reinhart 
(1998) framework with a few extensions to 13 CEECs and three Mediterranean 
countries (Cyprus, Malta and Turkey). Krkoska (2001) estimates a VAR-model for 
four countries (Czech Republic, Hungary, Poland, Slovak Republic) with an index of 
speculative pressure (comprising changes in exchange rates, international reserves and 
interest rates) as a dependent variable measuring downward pressure on the exchange 
rate (in a linear fashion)  

 

3. An early warning model for currency crises in Central and 
Eastern Europe 

 

The approach employed in this paper draws greatly from the work of Berg and Pattillo 
(1998). For a 23 country sample with monthly data covering the time period from 1970 
to April 1995 they identify (1) the deviation of the real exchange rate from a trend, (2) 
the current account, (3) the growth of reserves, (4) the growth of exports, (5) the ratio 
of M2/reserves and (6) the growth of M2/reserves as statistically significant variables 
for explaining currency crises. In addition to these variables, the budget balance/GDP 
is used in this paper. In a first step, the predictive power of these variables is analyzed 
according to the signal approach. Next, I run probit regressions on the dummy crisis 
variable for each explanatory variable separately, but with different functional 
specifications for the explanatory variable in order to check whether the dummy 
variable specification employed in the signal approach or alternative specifications 
seem more appropriate. Finally, I will present a probit model using the variables 
mentioned above. 

 

3.1. Data and Definitions 
 

This study uses all available quarterly data from twelve transition countries from the 
beginning of 1989 up to the third quarter 2002. Data sources include the Vienna 
Instiute for Comparative Studies’ database, the IMF’s international financial statistics, 
the BIS database and national central banks' statistics. However, data for all variables 
and countries generally do not exist for the full 1989-2002 period. Mostly, time series 
start in the first quarter of 1992 and end in  the third quarter of 2002. The country 
dimension of the sample consists of: Bulgaria, Croatia, Czech Republic, Estonia, 
Hungary, Latvia, Lithuania, Poland, Romania, Russia, Slovak Republic, Slovenia. All 
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explanatory variables are measured in percentiles of the country-specific distribution of 
this variable.In my definition of currency crises, I focus on the following events which 
were identified by Brüggemann and Linne (1999) as the beginning of currency crises: 

� Bulgaria 

� January 1997: Hyperinflation and massive depreciation of the lev. Later, 
currency stability is reestablished by means of a currency board. 

� Czech Republic 

� May 1997: After ten days of heavy pressure on the koruna, the fixed 
exchange rate regime is abandoned and the koruna is left to float. 

� Hungary 

� December 1994: The government acknowledges the necessity for the  
government launch ofes an austerity package (including a 9% one-off 
devaluation of the forint and the introduction of a crawling peg regime) 
after the current account deficit has exceeded 9%. Actual measures took 
effect in March 1995. 

� Romania 

� January 1997: The lei devalues 20% in the space of one week. 

� Russia 

� August 1998: Forced devaluation of the rouble, switch to a flexible 
exchange rate regime, moratorium on debt payments 

In addition to these events, the following episodes were defined as currency crises2: 

� Poland3  

� February 1992: Having a crawling peg exchange rate regime in place, 
Poland has to undertake an extra-devaluation of the zloty of 10.7%. 

� Russia 

� First quarter of 1994: Following an episode of hyperinflation the rouble 
begins to fall sharply versus the US dollar: In the course of the first 
quarter of 1994 the rouble’s depreciation amounts to more than 40% 
relative to the end of the preceding quarter 

� Slovak Republic 
                                                 
2 A few other episodes of  sharp currency depreciations occurred during the sample period, but there are no data 
for the economic variables available.  
3 This crisis episode was used in some, but not all investigations, as most, but not all data are available for these 
time periods 
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� October 1998: Abandonment of the fixed exchange rate regime after 
prolonged downward pressure on the koruna 

There are a few other episodes of sharp falls in Central and Eastern European 
currencies. However, these events occurred in the early nineties for which data are not 
available and thus, these events are not represented in the sample. Given the crisis 
definitions listed above, in the following sections the dependent variable always equals 
one if there is a crisis and zero otherwise. In the regression equations reported below, 
not only the periods marking the beginning of a crisis were set equal to zero, but also 
the eight periods preceding the crisis. This procedure, which was successfully applied 
by Berg and Pattillo (1998), has some important advantages: Provided the signals of a 
crisis are indeed visible two years before the actual event, this method identifies the 
optimal model which is able to issue warnings two years in advance. Taking account of 
the time lag until data are published, the signaling horizon is long enough to take 
action in response to the predictions of the model. Obviously this also avoids the need 
to work with lagged variables. From the statistical point of view this procedure 
strongly increases the number of ones in the sample, which is beneficial for the 
statistical properties of the model. 

 

3.2. Using the Signal Approach 
 

In the signal approach, an indicator is understood to issue a signal, if the level of the 
indicator exceeds a certain threshold. The threshold, in turn, is defined relative to the 
percentiles of the country-specific distribution of the indicator. For instance, if the 
threshold for the current account is set at the 80th percentile, all values of the current 
account that exceed the 80th percentile in country A would constitute a signal. 
Obviously, the time horizon between the signal’s time of issuance and the outbreak of 
the crisis needs to be set appropriately: Signals that are sent too early to credibly stand 
in any relationship with subsequent crises should be avoided, as should be signals that 
are sent too late to prompt action. In this paper, I opted for a signaling horizon of eight 
quarters for the evaluation of indicators. An indicator is considered to send a ”good 
signal” if the indicator variable exceeds the threshold and a crisis occurs within the 
limits of the signaling horizon. Correspondingly, a signal is deemed ”bad” if the 
indicator emits a signal, but no crisis follows during the signaling horizon. 

The performance of each indicator can be evaluated according to the following matrix, 
as proposed by Kaminsky, Lizondo and Reinhart (1998): 

 

 Crisis (within 8 quarters) No crisis (within 8 quarters) 
Signal was issued A B 

No signal was issued C D 
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In this matrix, A means the number of months in which a good signal was sent, B is the 
number of bad signals, C is the number of months in which the indicator failed to issue 
a signal (which would have been a good signal) and D is the number of months in 
which the indicator rightly refrained from emitting a signal, as it was not followed by a 
crisis in the signaling horizon. Using the input from the matrix, the noise-to-signal 
(NtS) ratio for an indicator can be computed according to the following formula: 

(1)  NtS = [B/(B+D)] / [A/(A+C)] 

The signaling threshold is to be set such that NtS reaches a minimum. Ideally, one 
would want a NtS that comes as close as possible to zero. In the literature4, often a 
distinction is made between indicators providing useful information that is reflected in 
a noise-to-signal ratio below one and indicators that have a noise-to-signal ratio above 
one. Results for each indicator are reported in Table 1: . 

Table 1: Performance of indicators according to the signal approach 

 Number of 
observations 

used in 
calculation 

Good signals, 
% of possible 
good signals 

A/(A+C) 

Bad signals, 
% of possible 
bad signals 

B/(B+D) 

Noise-to-
signal ratio  

 
NtS 

% change in 
M2/gross official 
reserves, yoy 

461 
 

4 18 0.24 

M2 / gross official 
reserves 

520 43 79 0.54 

% change in exports 
in USD, yoy 

455 10 16 0.62 

Real effective 
exchange rate, 
deviation from HP 
trend 

590 14 21 0.64 

Budget balance, % 
of GDP 

364 74 88 0.84 

Gross official 
reserves 

539 70 73 0.96 

% change in gross 
official reserves, yoy 

477 100 100 1.00 

Current account, % 
of GDP  

443 100 100 1.00 

                                                 
4 For instance, Berg and Pattillo (1998) 
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Most of the variables identified as relevant indicators by Berg and Pattillo (1998) 
exhibit noise-to-signal ratios below one in our sample. However, NtS ratios are 
generally lower than in Brüggemann and Linne (1999). A possible explanation could 
be the relatively small number of observations per country, which results in rather 
crude country-specific distributions. Among the indicators, external and fiscal  the 
budget balances as a percentage of GDP seems to be relatively less important than in 
Brüggemann and Linne (1999), where these indicators were among the most important. 

 

3.3. Is there a case for an alternative functional specification? 

 

Having confirmed the empirical relevance of a number of variables as early warning 
indicators according to the signal approach methodology, I will deal next with the 
question whether the implicitly embedded functional relationship between the (0,1) 
crisis variable and individual indicators is justified. According to Vlaar (2000), the 
transformation of the indicator variable into a dummy variable, based on the criterion 
whether its value is above or below the threshold, can be expected to yield the best 
results if there is a clear distinction between crisis periods and periods of tranquillity. 
Presumably this condition is best fulfilled if only the most severe crises are above the 
threshold or if the crisis definition is related to a currency peg. 

Although the crisis definition employed in this study is probably largely in line with 
this condition, the results reported in Table 1:  raise the possibility that other functional 
specifications than the step function relationship between the crisis variable and the 
indicators could be more appropriate for some variables. In particular, this seems to be 
the case for the current account, which is assigned a prominent role by ex-ante 
knowledge, but does not do well according to the NtS ratio. In order to investigate this 
question in more detail, I run probit regressions on the crisis variable for the pooled 
panel with different functional specifications for one particular explanantory variable, 
as suggested by Berg and Pattillo (1998). For each indicator, I estimate equations 
which assume the following format: 

(2) Prob (c8 = 1) = f(α0 + α1p(x) + α2I + α3I(p(x)-T)) 

 

Where c8 = 1 if a crisis occurs during the next eight quarters, p(x) is the percentile of 
the variable x and I = 1 if the percentile is above some threshold T and zero otherwise. 
For the thresholds T the results from the signal approach calculations are used. Thus, if 
the threshold concept provides an appropriate functional specification, only the 
coefficient α2 should be statistically significantly different from zero. Significant 
coefficients α1 and α3 would point to a linear functional relationship between crisis 
variable and indicator and a different (higher) slope coefficient when the indicator is 
above the threshold, respectively.  Table 2 summarizes the results of these regressions. 
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Table 2: Bivariate probit regressions for individual indicators   
 Coefficients for alternative specifications,  

z-statistics in brackets 
 

Variable Percentile 
(αααα1) 

Dummy 
(αααα2) 

Dummy*(percentile 
treshold) (αααα3) 

Number of 
observations 

used 
% change in 
M2/gross official 
reserves, yoy 

0.776649 
(2.791867) 

 

n/a 
 

n/a 
 
 

461 

M2 / gross official 
reserves 

1.619717 
(1.960928) 

0.714314 
(2.49042

6) 

n/a 509 

% change in exports 
in USD, yoy 

-0.717464 
(-2.156131) 

 

0.592093 
(2.09921

5) 
 

n/a 476 

Real effective 
exchange rate, 
deviation from HP 
trend 

-0.126836 
(-0.407691) 

 
 

0.375466 
(1.58525

3) 
 
 

n/a 578 

Budget balance, % 
of GDP 

-1.330619 
(-2.571187) 

1.045350 
(2.83042

7) 

n/a 360 

Gross official 
reserves 

-2.620193 
(-5.981929) 

1.209670 
(4.90302

4) 

n/a 526 

% change in gross 
official reserves, yoy 

-0.137938 
(-2.787291) 

n/a n/a 477 

Current account, % 
of GDP 

-1.283212 
(-4.217102) 

 

n/a n/a 445 

 

For a number of indicators the closeness of thresholds to one end of the distribution 
resulted in meaningless estimation results, which is indicated by the empty cells. In 
these cases the equation was estimated again without the variable causing the 
problems. Although the jump coefficients (α2) are statistically significant in a number 
of cases, the results reported in Table 2 provide empirical support for more general 
specifications, too. This hypothesis gains further support by Berg and Pattillo’s (1998) 
observation that the procedure applied above produces a bias in favor of finding 
significant jump coefficients. As the data themselves were used to identify the biggest 
jumps (through the signals method), the subsequent tests will tend to find that the 
jumps identified in the preceding section are unusually large. Thus, the t-tests 
performed on these regressions overestimate the statistical significance of the dummy 
variable coefficient α2. 
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Generally, the variables specified as changes seem to be better captured by the linear 
specifications. Considering the nature of the variables, this is a very plausible result, as 
it seems difficult to imagine for instance that there is a threshold for the growth rate of 
exports that is associated with a jump in the proneness of the country to a financial 
crisis. On the contrary, it seems very well possible that the probability of a currency 
crisis decreases with every unit of an increase in the growth rate of exports. However, 
even for some level variables, e.g. the balances of the budget and the current account, 
the linear specifications seem to make more sense than the dummy variable 
specification.  

3.4. A multivariate probit-based extension 

As the results established above are favorable for using other specifications than the 
dummy variable specification implicitly embedded in the signal approach, a 
multivariate probit model seems to be the natural extension of the analysis presented in 
the previous section. In particular, it is the most natural way to incorporate the 
information provided in different indicators at the same time. Table 3 shows the results 
of the multivariate probit model which simultaneously includes all variables. The 
functional form of variables was specified according to the results of Table 2. In 
general the variables were specified according to the specification with the highest t-
ratio (with the right sign). Interestingly, some variables that were significant in the 
bivariate regressions are no longer statistically significant in the multivariate setting. 
Conversely, the real exchange rate variable becomes significant, thus confirming the 
relevance of considering the interaction of variables.  

Table 3: Multivariate probit regression including all variables 
Included observations: 331 

Variable Coefficient Std. Error z-Statistic Prob.  
C -0.466919 0.689395 -0.677288 0.4982

BUD -0.103423 0.369640 -0.279795 0.7796
C_A -1.732702 0.517407 -3.348821 0.0008

CH_EXP -0.698780 0.476502 -1.466477 0.1425
D_M2_RES 0.639023 0.227558 2.808179 0.0050

CH_M2_RES -0.307973 0.376546 -0.817888 0.4134
CH_RES -0.319054 0.407101 -0.783723 0.4332

REER_DEV 1.012057 0.504933 2.004337 0.0450
RES -0.852282 0.516421 -1.650363 0.0989

Mean dependent var 0.075529     S.D. dependent var 0.264643
S.E. of regression 0.237875     Akaike info criterion 0.470253
Sum squared resid 18.22025     Schwarz criterion 0.573634
Log likelihood -68.82686     Hannan-Quinn criter. 0.511486
Restr. log likelihood -88.61225     Avg. log likelihood -0.207936
LR statistic (8 df) 39.57077     McFadden R-squared 0.223281
Probability(LR stat) 3.85E-06    
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Based on the results reported in Table 3, insignificant variables were gradually 
eliminated, until the most parsimonious representation of the data was achieved. The 
final result of this procedure is shown in Table 4.  

Table 4: Multivariate probit regression – #1-most parsimonious representation of data 

Included observations: 442 
Variable Coefficient Std. Error z-Statistic Prob.  

C -0.423979 0.331248 -1.279943 0.2006
C_A -1.720424 0.325591 -5.283995 0.0000

D_M2_RES 0.785602 0.200218 3.923730 0.0001
RES -0.958195 0.400313 -2.393616 0.0167

Mean dependent var 0.115385     S.D. dependent var 0.319848
S.E. of regression 0.293606     Akaike info criterion 0.597901
Sum squared resid 37.75755     Schwarz criterion 0.634927
Log likelihood -128.1362     Hannan-Quinn criter. 0.612505
Restr. log likelihood -158.0712     Avg. log likelihood -0.289901
LR statistic (3 df) 59.87002     McFadden R-squared 0.189377

 

In the most parsimonious specification reported in Table 4, the real exchange rate 
variable is no longer statistically significant. Due to the lack of budget data for the 
early parts of the sample, the elimination of this variable strongly increases the number 
of observations in Table 4 in comparison to the specification which includes all 
variables. Possibly, the real exchange rate variable is no longer significant because of 
the introduction of the early years of transition. As most countries undertook sharp 
nominal and real devaluations of their currencies in the early transition period, 
deviations from the trend in the real effective exchange rate probably were less 
important than in most recent times.   

The alternative specification shown in Table 5 introduces country dummies. This step  
was motivated by the fact that the measurement of variables as percentiles of country-
specific distributions does not take enough account of differences in riskiness across 
countries. In particular, this problem is most evident in countries which are 
characterized by a high level of macroeconomic stability throughout the whole sample 
period. Thus, in this case the model reacts very sensitively with respect to a slight 
worsening of macroeconomic conditions from a very sound level to a still satisfactory 
level in absolute terms.  

The introduction of country dummy variables -which have a similar effect as fixed 
effects in a panel estimate- removes this drawback. However, due to the limited 
number of observations per country, it was not possible to keep all country dummies 
simultaneously in the estimation equation. Thus, several specifications with different 
combinations of country dummies were investigated.  It turned out that the statistical 
significance of certain country dummy variables was quite robust with respect to 
different combinations of country dummies in the specification. The same holds true 
for the economic variables in the model. Table 5 reports the specification inclusive the 
statistically significant country dummies. Judged by AIC and Schwarz criterions, the 
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specification including country dummies represents an improvement relative to the 
specification without country dummies.    

Table 5: Multivariate probit regression #2-most parsimonious representation of data 

Included observations: 442 
Variable Coefficient Std. Error z-Statistic Prob.  

C -1.731861 0.547115 -3.165440 0.0015
C_A -2.033841 0.397123 -5.121433 0.0000

D_M2_RES 0.804060 0.272097 2.955053 0.0031
RES -1.140742 0.552542 -2.064536 0.0390
BU 2.206178 0.449009 4.913439 0.0000
CZ 1.970408 0.437243 4.506434 0.0000
RO 2.489734 0.473733 5.255564 0.0000
SK 1.873702 0.442295 4.236321 0.0000
RU 2.018091 0.441452 4.571487 0.0000
HU 1.540617 0.446826 3.447910 0.0006

Mean dependent var 0.115385     S.D. dependent var 0.319848
S.E. of regression 0.257466     Akaike info criterion 0.471335
Sum squared resid 28.63680     Schwarz criterion 0.563898
Log likelihood -94.16500     Hannan-Quinn criter. 0.507844
Restr. log likelihood -158.0712     Avg. log likelihood -0.213043
LR statistic (9 df) 127.8124     McFadden R-squared 0.404287

 

4. Results 
 

4.1. Expectation / prediction tables 
 

For a probit model serving as an early warning device, clearly the most important 
criterion to evaluate its performance is its predictive power. The standard evaluation 
method of a probit model is a comparison of its estimated crisis probabilities against 
realized results. For this purpose, a cutoff level for crisis probabilities has to be 
defined: In case the probability of crisis exceeds the cutoff level, the model is 
considered to send a signal and vice versa. Using a cutoff level for the probability of 
crisis of 50%, the model issues hardly any wrong signals, but it misses all the crises in 
the sample. As shown in Table 6, lowering the cutoff level to 25% leads to a strong 
improvement in the model’s ability to recognize crises in advance, while the number of 
wrong signals rises only moderately. 

 

 

 

 



Page 16 

 

 
Table 6: Expectation / prediction table for specification #1: 

Included observations: 442 
Prediction Evaluation (success cutoff C = 0.25) 

            Estimated Equation           Constant Probability 
 Dep=0 Dep=1 Total Dep=0 Dep=1 Total

P(Dep=1)<=C 354 27 381 391 51 442
P(Dep=1)>C 37 24 61 0 0 0

Total 391 51 442 391 51 442
Correct 354 24 378 391 0 391

% Correct 90.54 47.06 85.52 100.00 0.00 88.46
% Incorrect 9.46 52.94 14.48 0.00 100.00 11.54
Total Gain* -9.46 47.06 -2.94    

Percent Gain**  NA 47.06 -25.49    

            Estimated Equation           Constant Probability 
 Dep=0 Dep=1 Total Dep=0 Dep=1 Total

E(# of Dep=0) 353.06 38.01 391.07 345.88 45.12 391.00
E(# of Dep=1) 37.94 12.99 50.93 45.12 5.88 51.00

Total 391.00 51.00 442.00 391.00 51.00 442.00
Correct 353.06 12.99 366.05 345.88 5.88 351.77

% Correct 90.30 25.47 82.82 88.46 11.54 79.59
% Incorrect 9.70 74.53 17.18 11.54 88.46 20.41
Total Gain* 1.84 13.93 3.23    

Percent Gain** 15.91 15.75 15.83    

*Change in "% Correct" from default (constant probability) specification 
**Percent of incorrect (default) prediction corrected by equation 

 

Similar to the statistical properties, the predictive power of specification #2 is 
somewhat better than specification #1.  

Expectation / prediction table for specification #2: 
Included observations: 442 

Prediction Evaluation (success cutoff C = 0.25) 

            Estimated Equation            Constant Probability 
 Dep=0 Dep=1 Total Dep=0 Dep=1 Total

P(Dep=1)<=C 354 10 364 391 51 442
P(Dep=1)>C 37 41 78 0 0 0

Total 391 51 442 391 51 442
Correct 354 41 395 391 0 391

% Correct 90.54 80.39 89.37 100.00 0.00 88.46
% Incorrect 9.46 19.61 10.63 0.00 100.00 11.54
Total Gain* -9.46 80.39 0.90    

Percent Gain**  NA 80.39 7.84    

            Estimated Equation            Constant Probability 
 Dep=0 Dep=1 Total Dep=0 Dep=1 Total

E(# of Dep=0) 361.90 29.41 391.31 345.88 45.12 391.00
E(# of Dep=1) 29.10 21.59 50.69 45.12 5.88 51.00

Total 391.00 51.00 442.00 391.00 51.00 442.00
Correct 361.90 21.59 383.49 345.88 5.88 351.77

% Correct 92.56 42.33 86.76 88.46 11.54 79.59
% Incorrect 7.44 57.67 13.24 11.54 88.46 20.41
Total Gain* 4.10 30.79 7.18    

Percent Gain** 35.49 34.81 35.15    

*Change in "% Correct" from default (constant probability) specification 
**Percent of incorrect (default) prediction corrected by equation 
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4.2.Quadratic probability scores and Pesaran-Timmermann test 

 

While the results presented in Table 5 and Table 6 clearly look highly promising, the 
strong predictive power of both models is confirmed by the Pesaran-Timmermann 
(1992) test (P-T test) and the Quadratic Probability Score (QPS)5 test.The QPS test 
measures the discrepancy between a realization Rt and the estimated probability Pt (as 
predicted by the probit model) for the realization. In this case, Rt is either one (if there 
is a crisis period) or zero (in tranquil periods). The QPS can be computed according to 
the following formula: 
 

(3)    
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N

t
t RP

N
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=  

 

As the formula shows, the values of the QPS are between zero and two, where zero is 
the best result. The QPS test statistics for both specifications are provided in Table 7. 
With values of 0.17 and 0.13 both specifications achieve markedly better scores than in 
comparable studies: For instance, Berg and Pattillo (1998) report quadratic probability 
scores in the order of 0.23 for their probit-based extensions of Kaminsky, Lizondo and 
Reinhart’s (1998) model. Brüggemann and Linne’s (2001) signal approach-based early 
warning composite indicator achieves a QPS of 0.297.  

As the QPS test does not allow conclusions regarding the statistical significance of the 
results, I computed the P-T test in addition. The P-T test evaluates the predictions of a 
model (in this case for a binary dependent variable) against the null hypothesis that the 
forecasts are no better than random guesses. As the squared P-T test statistics follows 
the Chi-Square distribution with one degree of freedom, it can be evaluated as a 
common Chi-Square test. As shown in Table 7, for both probit specifications the null 
hypothesis can be rejected with a very low error probability for a cutoff level of 0.25. 
Only for a cutoff level of 0.5 specification #1 does not outperform random guesses. 
Thus, these results provide empirical support for “first generation crisis”-models and 
“generation two and a half”-models.  

 

 

 

 

                                                 
5 See Diebold and Rudebusch (1989) 
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Table 7: Quadratic probability score and Pesaran-Timmermann test 
 Probit specification #1 Probit specification #2 
 Cutoff Level Cutoff Level 
 25% 50% 25% 50% 
QPS  0.170849  0.170849  0.129578  0.129578 
Squared Pesaran-Timmermann 
test statistics 

53.6 0.53 156.18 
 

94.83 
 

P-value of P-T-statistics 8.01E-011 0.47 7.49E-011 6.19E-011 
Critical value for squared P-T-
statistics, 5% significance 
level, 1 degree of freedom 

3.841 

 
 
 

4.3 Individual country results 
 

Having statistically confirmed the predictive power of the probit model specifications, 
the following charts (figure 1) show the development of predicted crisis probabilities 
of specification #2 against empirical observations for a cutoff level of 25%.  

As expected from the statistical tests, the graphical inspection on an individual country 
basis confirms the good fit of the model’s predictions with actual observations. In 
particular, the Hungarian, Romanian and Slovak crisis episodes can be very well 
explained. Nearly all currency crises are associated with repeated signals. The model’s 
most recent predictions also appear to be rather plausible, predicting in general rather 
low probabilities for most countries, but a pronounced rise in Hungary. 

A possible drawback of the use of country dummy variables becomes evident for 
countries which did not experience crises: In these cases, the predicted crises 
probabilities appear unrealistically low –in particular in comparison to their peer 
group. 

Finally, it would of course be very interesting to evaluate the out-of-sample forecasting 
abilities of the two model specifications proposed above. However, owing to the 
limited number of observations available per country, this type of analysis faces very 
tight limits. For instance, as no crisis occurred in the most recent time periods, it is 
impossible to check whether the model would have correctly predicted these events.
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Figure 1: In-sample forecasts of specification#2 versus realizations    
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5. Conclusions 

 

In this study, an early warning model for currency crises was developed for a sample of 
quarterly data from twelve Central and Eastern European transition countries. After 
reviewing the relevant literature, it was shown that a number of indicators contain 
useful information for early warning purposes when evaluated according to the signal 
approach.However, in addition to some known drawbacks inherent to the signal 
approach, the noise-to-signal ratios for some indicators reached a maximum at the 
extreme ends of the indicator-specific distributions. Thus, in a next step, the 
appropriateness of the signal appoach’s underlying functional specification was 
investigated by means of bivariate regressions on one economic variable in different 
functional specifications. 

On the basis of this analysis, two multivariate probit regressions with all statistically 
significant economic variables on a (0,1)-distributed crisis variable were estimated. For 
in-sample forecasts, the predictions of both model specifications proved to perform 
significantly better than random guesses as well as some comparable early warning 
models. Overall, the model appears to track developments in individual countries 
rather well, although the importance of some variables seems to change over time. 
With respect to economic interpretations, the results of this study lend support to “first 
generation” and “generation two and a half crisis” models which place a big weight on 
economic fundamentals in explaining currency crises.    
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